Inferential Statistics: The t-test
Known Samples t-test

This test is used when the population mean and standard deviation are known.
1) Identify a research hypothesis.
The hypothesis defines the research question.  It is often determined by a statement of the theory to be tested.
Example

Theory: Training improves Learning.  Training operationalizes to the Kaplan GRE course.  Learning operationalizes to GRE performance.  The independent variable Kaplan Training (KAP) increases the dependent variable GRE Verbal score (GRE-v).  We have access to 64 GRE-v scores for graduates of the Kaplan training course.
The mean score for all GRE Verbal scores is 500.  The standard deviation is always 100.

2) Define Directional versus non-directional hypothesis.

Theory dictates whether your hypothesis should be directional or non-directional.  Directional hypotheses can use a one-tailed test; non-directional hypotheses use a two-tailed test.  This determination dictates the null and alternative hypotheses you choose.
	One Tailed (Directional)
	Two Tailed (Non-directional)

	Ho: ( = 
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Example

In our case we predict that Kaplan training will not harm those who receive it; thus, we define the following hypotheses:
Ho: ( = 500

H1: ( ( 500

3) Locate the rejection region.

a) Identify the test statistic.

This is purely derived from sample size.  If the sample is greater than 30 we use “Z” for the critical statistic.  If n is less than 30 we use “t”.

	Is ( known?(
(
	yes
	use Z

	No
	
	

	Is n ( 30(
(
	yes
	use Z

	No
	
	

	Use t
	
	


You need to identify the acceptable level of alpha.  The normative value is .05 or .01 for more confidence.  Recall that greater confidence means a corresponding drop in power.
Example

In this case, we have access to 64 GRE scores, but more importantly we know the population standard deviation because it is set at 100.  We can safely use the Z distribution.

b) Find the critical value.

Use the appropriate chart to find the critical value that corresponds to your chosen level of alpha (type one error).  These values are found by locating the cell defined by ( (for the appropriate number of tails) and the degrees of freedom (n-1).  With the Z distribution, the degrees of freedom are functionally infinite.

Example

{( = .05, tails = 1, df ≈ ∞}  This corresponds to a value on Student's t-table

	One Tailed
	.10
	.05
	.025
	.005

	Two Tailed
	.20
	.10
	.05
	.01

	Df
	
	
	
	

	1
	3.078
	6.134
	12.706
	63.657

	2
	1.886
	2.920
	4.303
	9.925

	3
	1.638
	2.353
	3.182
	5.841

	4
	1.533
	2.132
	2.776
	4.604

	5
	1.476
	2.015
	2.571
	4.032

	6
	1.440
	1.943
	2.447
	3.707

	7
	1.415
	1.895
	2.365
	3.500

	8
	1.397
	1.860
	2.306
	3.355

	9
	1.383
	1.833
	2.262
	3.250

	10
	1.372
	1.812
	2.228
	3.169

	11
	1.363
	1.796
	2.201
	3.106

	12
	1.356
	1.782
	2.179
	3.055

	13
	1.350
	1.771
	2.160
	3.012

	14
	1.345
	1.761
	2.145
	2.977

	15
	1.341
	1.753
	2.131
	2.947

	16
	1.337
	1.746
	2.120
	2.921

	17
	1.333
	1.740
	2.110
	2.898

	18
	1.330
	1.734
	2.101
	2.878

	19
	1.328
	1.729
	2.093
	2.861

	20
	1.325
	1.725
	2.086
	2.845

	21
	1.323
	1.721
	2.080
	2.831

	22
	1.321
	1.717
	2.074
	2.819

	23
	1.319
	1.714
	2.069
	2.807

	24
	1.318
	1.711
	2.064
	2.797

	25
	1.316
	1.708
	2.060
	2.787

	26
	1.315
	1.706
	2.056
	2.779

	27
	1.314
	1.703
	2.052
	2.771

	28
	1.313
	1.701
	2.048
	2.763

	29
	1.311
	1.699
	2.045
	2.756

	30
	1.310
	1.697
	2.042
	2.750

	∞
	1.282
	1.645
	1.96
	2.576


Z.05 = 1.645 from chart.  Zcritical can also be expressed as Z.05, since ( is known.
c) Identify rejection region graphically.

Using the graphic helps avoid errors of logic.  A quick sketch that is properly labeled is all that is needed.
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*Note: this graphic represents a sampling distribution of sample means.  It graphs the distribution of random error in an infinite number of samples drawn from this population.  (p = .05 means that the probability of random error equals .05)

d) Determine decision rule.
If the observed Z or t score lies beyond the critical value, the null hypothesis is rejected.  Two-tailed tests have two rejection regions; however, the premise of the decision rule does not change.  If the observed Z or t score exceeds either critical value (positive or negative), then the null hypothesis may be rejected.
Example

Since the hypothesis is directional, the research uses a one-tailed test.  If Zobserved is ( Zcritical., we reject the null hypothesis.

4) Compute the test statistic.
Use the following formulas to calculate the observed Z score.
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Recall, from the properties of the t distribution, that the point estimate of the standard error
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equals the sample standard deviation 
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 when corrected for sample size: 
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.  If you are using SPSS, it calculates the standard error of the mean 
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 which is, by definition, the best estimate of the standard error.
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Through substitution we derive the computational equation:
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Example
(o = 500, when (o is set in the null hypothesis.
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5) Accept or reject the null hypothesis
Apply the Zobserved calculated in step 4 to the decision rule defined in step 3d.
Example

“If Zobserved is ( Zcritical, we reject the null hypothesis.”

Recall that Zobserved was just calculated and that Zcritical was determined from the table.  Since 1.76 ≥ 1.65, we reject the null hypothesis.

6) State the substantive conclusion

Conclusion should be stated in terms of the original research hypothesis.

Example

The probability that the difference between the Kaplan trained subjects and the unprepared subjects occurred by chance is less than .05.

Journals often prefer results to be reported in a consistent manner.  The APA recommended format to report the results of a t-test is as follows:
GRE test scores were submitted to a single-sample t-test.  The mean score, 522 (s = 100), was significantly greater than the hypothesized population mean of 500, z = 1.76, p < .05, one tailed.
Note that the statistics are underlined in a manuscript.  This allows publishers to set the type more accurately.
SPSS Example
Recently, the North Texas Daily conducted a survey to assess student attitudes toward spending student government money to help support college athletic teams.  The real question is do student care about how their mandatory fees are spent?  With participation in programming events (movies and lectures) at an all-time low, there is a real question in the student government about whether UNT students care at all.

Student responses were recorded on a scale from 0 (totally opposed) to 10 (completely in favor).  A value of 5 on this scale represented a neutral point.

	Subject #
	Score
	Subject #
	Score

	1
	4
	14
	7

	2
	8
	15
	10

	3
	6
	16
	4

	4
	5
	17
	3

	5
	7
	18
	7

	6
	3
	19
	8

	7
	9
	20
	9

	8
	8
	21
	6

	9
	6
	22
	6

	10
	5
	23
	4

	11
	5
	24
	5

	12
	8
	25
	8

	13
	5
	
	


	SPSS Syntax

t-test

 /testval=5

 /variables=attitude
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One-Sample Statistics

St Enor
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Students’ attitude ratings were submitted to a single-sample t-test.  The mean attitude rating toward spending student government money on athletes of 6.24 (s = 1.94) was significantly greater than the hypothesized population mean of 5, t (24) = 3.19, p < .05, two tailed.

Explanation of SPSS Output
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The Mean Difference is simply the difference between the null hypothesized mean and the observed mean.  Using an alternate method to calculate confidence intervals, SPSS automatically creates a confidence interval for the mean difference.
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SPSS creates a confidence interval for the mean difference.  Since the comparison value is 5, SPSS only looks at the difference between the hypothesized mean and the observed mean.  Thus, it subtracts out 5.
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We are 95% confident that the true difference between the means lies between .44 and 2.04.  Thus, we are 95% confident that the difference between the means does not include zero.

_1138956454.unknown

_1138958510.unknown

_1138960541.unknown

_1138960628.unknown

_1138960691.unknown

_1138960626.unknown

_1138959594.unknown

_1138959750.unknown

_1138958572.unknown

_1138956566.unknown

_1138956607.unknown

_1138956513.unknown

_998399286.unknown

_998416736.unknown

_1138956111.unknown

_998416721.unknown

_998399247.unknown

